424 Transportation (2012) 39:409-432

The coefficient estimate for lanes is larger than for paths in Model 7, but as in Models 1
through 6, the two coefficients are not significantly different from each other at the 95%
confidence level.

The last column of Table 4 presents elasticities for the Binary Logit Proportions Model,
setting all other variables at their means. Estimated elasticities from the linear OLS log-log
regression model and elasticities (at the mean) from the non-linear Binary Logit Propor-
tions model are not comparable because of differences in functional form, estimation
technique, and dependent variables. The significance, direction, and magnitude of coeffi-
cients from Models 1 through 7 are similar. In particular, both estimation techniques yield
statistically significant positive coefficients for the two main variables of interest: bike
paths and bike lanes.

Limitations of the analysis

The cross-sectional analysis in our study aims at explaining differences in cycling rates
among cities but cannot be used to predict changes over time. Moreover, as in any cross-
sectional regression analysis, none of our models can prove causality, although the sig-
nificant associations we measured are consistent with the hypothesis that bike paths and
lanes encourage more cycling. Our analysis is also limited by its reliance on aggregate,
city-level data, which mask variations within cities, among neighborhoods, and individ-
uals. The results suggest a statistically significant relationship between bike paths and lanes
and cycling at the city level, but results do not permit conclusions about individual travel
behavior.

In addition to the inherent limitations of cross-sectional regression analysis and
aggregate data, there is a problem of endogeneity among some of the variables in our
models. Cycling levels and the extent of the bikeway network almost certainly affect each
other, so that causation is probably in both directions. In this paper, we have focused on the
role of bike paths and lanes in explaining variation among cities in cycling levels. Con-
versely, however, high cycling levels might help explain the provision of a large supply of
bike paths and lanes. Endogeneity and simultaneous equations bias are potentially serious
problems in our regression analysis because the key explanatory variables—bike paths and
bike lanes—are also a function of cycling levels, the dependent variable.

Three of the control variables may cause additional endogeneity problems. For example,
cycling safety and car ownership may be influenced by cycling levels, just as cycling levels
may be influenced by these two control variables. Land use might also be a function of
cycling rates, but only in the long run, if cyclists move to compact, mixed-use neigh-
borhoods. To explore the potential bias introduced by such endogeneity, Models 3, 4, and 5
in Table 4 remove cycling fatality rate, car ownership, and land use from the model—one
at a time. Coefficients for the other variables and goodness of fit measures do not change
significantly, suggesting that inclusion of the control variables does not cause serious
endogeneity problems in the models. At any rate, exclusion of the variables would be
theoretically incorrect and would cause underspecification bias.”

7 In an attempt to model the simultaneous dependencies among the variables, we experimented with several
alternative instrumental variables to estimate a simultaneous equation system using two-stage regressions.
Unfortunately, none of the available variables in the dataset were sufficiently exogenous or sirong enough to
serve as instrumental variables. They failed on one or more criteria required for statistically robust and valid
instrumental variables: (1) underidentification (Anderson LM statistic), (2) weak identification (Cragg—
Donald Wald F statistic), (3) overidentification (Sargan statistic), (4) or robust instrument inference
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Aside from methodological limitations, there are problems with the available data on
bike paths and lanes. As noted earlier, the centerline measure of bike lanes does not
distinguish between streets with bike lanes on only one side, in only one direction, and
streets with bike lanes on both sides, serving both directions of travel. Clearly, bike lanes
on both sides of a street provide more supply than a bike lane on only one side of the street.
In addition, the data do not distinguish between the specific nature and quality of different
types of lanes. For example, bike lanes have varying widths, markings, signage, coloring,
and intersection treatments. They can be on the right or left side of the street, or even
between traffic lanes. Some bike lanes have buffers or barriers of various sorts to separate
them from motor vehicle traffic. Moreover, cities have different policies about maintaining
bike lanes and keeping them clear of snow, debris, and motor vehicles.

Similar to bike lanes, bike paths vary in their width, pavement, design, and especially in
the extent to which they are shared with other users such as pedestrians. Indeed the term
‘bike path’ is a bit of a misnomer in the USA. Most bike paths included in U.S. statistics
are simply multi-use paths shared with pedestrians (Alliance for Biking and Walking 2010;
Pucher et al. 1999). In contrast, bike paths in most northern European cities are completely
separate facilities for the exclusive use of cyclists (Fietsberaad 2006, 2010; Pucher and
Buehler 2008; Pucher et al, 2010). Thus, bike paths in the USA might have less impact on
cycling levels than the higher-quality, fully separate bike paths in the Netherlands,
Germany, and Denmark. Some mixed-use paths in the USA provide suggestive markings
to help separate cyclists from pedestrians, but most do not. Some bike paths require cyclists
to dismount when crossing a road, while others stop motor vehicles at crossings and give
cyclists the right of way. None of the 90 cities in our dataset provided detailed information
on those sorts of variations in the types of bike paths, although these differences may be
important for cyclists.

Another limitation of our analysis is that the measure of cycling levels used as the
dependent variable only includes daily bike commuters and thus excludes bike trips for all
other trip purposes. According to the 2009 NHTS, the journey to work only accounts for
12% of all bike trips (Pucher et al. 2011a; USDOT 2010b). The lack of city-level data on
cycling for all trip purposes restricts the inferences that can be drawn from our analysis, It
seems likely that regular bike commuters have different characteristics and preferences
than recreational cyclists. Thus, the coefficients estimated in our models for the various

Footnote 7 continued

(Anderson—Rubin Wald test). The best instrumental variable in the dataset was city land area—since area is
fully exogenous and correlated with the total number of bike commuters and the extent of bike paths and
lanes. The technical estimation procedure of two-stage least squares (2SLS) required combining the length
of bike paths and lanes into one variable, because there was only one instrumental variable available.
Moreover, the model was re-specified with the log of total number of bike commuters as dependent variable
and the log of total length of bike paths and lanes as regressor. This model satisfied most of the statistical
tests for appropriateness of the instrument, but failed to reject the null hypothesis of the Sargan test for
overidentification—which casts some doubt on the validity of the instrument.

Estimating a 2SLS equation with this imperfect instrumental variable yields results for the bikeway
variable that are similar to those for an OLS regression. In the 2SLS model, bike paths and lanes are
statistically significant predictors of cycling levels—even after accounting for endogeneity bias. Another
instrumental variable we examined—measuring city population per bicycling advocacy group member—
yielded similar results: statistical tests point to weak instrumentation, but bike paths and lanes retain their
significant and positive coefficient.
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explanatory variables might differ if the dependent variable had included bike trips for all
purposes.

Finally, the analysis was hampered by the unavailability or poor quality of data for
control variables. For example, we had to use a very rough proxy for cycling fatality rates
based on the available state data, and we could only measure exposure in terms of bike
commuting levels. Perhaps the most important control variable we could not include was
topography, since all studies show that it influences cycling levels. The model is under-
specified in this respect.

Many limitations of our study could be overcome with more and better data, which
would also facilitate more advanced modeling techniques and better measurement of
control variables. A crucial first step is a larger dataset reporting on cycling for all trip
purposes that could be disaggregated to the city level. However, that would require a large
new national survey or a vast increase in the sample size of the NHTS, currently the only
national travel survey in the USA reporting on travel for all trip purposes. Both of those
options seem unrealistic, however, given the difficulty in funding the latest 2009 NHTS
(AASHTO 2007). In addition, questions on the proximity to bike paths and lanes might be
added to future NHTS surveys, since the 2001 and 2009 NHTS surveys already included
questions about car ownership and access to public transport. More detailed information
about city-level supply of cycling facilities might be collected by a separate survey, similar
to the National Transit Database, which would provide an inventory of bike paths, lanes,
and parking. Better statistics on cycling facilities would enable more precision in the
analysis of their relationship to cycling levels. Moreover, better local data on cyclist
fatality rates in cities and a comparable GIS-based measure of urban topography would
also enhance the accuracy of the analysis of cycling levels.

Collecting comparable time-series data on cycling levels as well as bike path and lane
supply would facilitate pooled cross-section and time-series regression analysis, which
would permit stronger inferences from the models than in our cross-section analysis for
only one year. Larger sample size and time series data could also help mitigate some of the
endogeneity problems discussed above, For example, more advanced statistical techniques,
such as Structural Equation Modeling (SEM), can help control for the simultaneous
influence of independent and dependent variables, as well as for correlation among
independent variables.

Discussion and conclusion

Over the past two decades, many American cities have focused on building bike paths and
lanes to increase cycling (Alliance for Biking and Walking 2010; League of American
Bicyclists 2010; Pucher and Buehler 2011; Pucher et al. 2011b; USDOT 2010d). Our
analysis of newly collected data on cycling facilities in 90 large U.S. cities shows that
cities with a greater supply of bike paths and lanes have higher bike commute levels—even
after controlling for other factors that may affect cycling levels. That result is consistent
with other studies that confirm the important role of separate facilities (Dill and Gliebe
2008; Dill and Voros 2007; Krizek et al. 2007; Moudon et al. 2005; Nelson and Allen
1997). Most disaggregate, individual-level studies of the relationship between bikeway
supply and cycling levels focus on only one city or a few cities. Our study is most similar
to two earlier studies, which also used aggregate, city-level data to explore the relationship
of bikeways and cycling commute levels (Dill and Carr 2003; Nelson and Allen 1997). We
expand on those two studies in several ways.
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Our sample of 90 U.S. cities was much larger: more than four times as many cities as
Nelson and Allen (18 cities) and more than twice as many cities as Dill and Carr (42 cities).
Moreover, our regressions distinguish between paths and lanes, while the multiple
regressions in the other two studies either combined the two types of facility (Nelson and
Allen) or only included bike lanes (Dill and Carr). Similar to these two previous city-level
studies, we find that the supply of bikeways per capita is a statistically significant predictor
of bike commuting. By including separate variables for paths and lanes, however, our
analysis is able to examine each type of facility separately and finds that they do not have
significantly different associations with levels of bike commuting among cities.

Although the main focus of our study was on bike paths and lanes, the models yielded
new results about the influence of the control variables on cycling levels. The much larger
sample size and data availability for more variables allowed us to include nine control
variables in the regression equations, compared to five for Dill and Carr (2003) and four for
Nelson and Allen (1997). Our control variables include some of those suggested by Nelson
and Allen (1997), such as gasoline price and public transport supply. Similar to the other
two city-level studies, our results show that the percentage of college students in the city
population is a significant predictor of bike commuting. In contrast to these earlier studies,
however, we did not find a significant relationship between bike commuting and precip-
itation. Although the precipitation variable was estimated to be statistically significant in
the regression analysis of Dill and Carr (2003), the authors themselves doubted the actual
importance of precipitation as a predictor of cycling, since three of the top ten cycling
cities in their sample had very high levels of precipitation. In our own analysis of climate,
we included two additional climate control variables—the number of extremely hot and
cold days per year—but their estimated coefficients were not statistically significant, either,
Thus, none of our three measures of climate were strong predictors of bike commuting.

Similar to Dill and Carr (2003), our study shows that cities with higher car ownership
have lower cycling levels. Inclusion of additional control variables in our study revealed
that cities with safer cycling, less sprawl, and higher gasoline prices have more cycling.
Regional public transport supply per capita was not a statistically significant predictor of
bike commuting., Thus, we cannot confirm the speculations by Nelson and Allen (1997)
and Schwanen (2002) that public transport supply affects levels of bike commuting.

Most American cities build both bike lanes and bike paths with the expectation that
offering both kinds of facilities provides cyclists with more route options and choice of
facility type. Prior research finds that some cyclists prefer bike lanes, while others favor
bike paths. Some studies find that commuters prefer on-street bike lanes over paths because
lanes follow the road network and provide more direct routes (Aultman-Hall et al. 1998).
The multiple regression coefficients in our models, however, do not suggest a statistically
significant difference between paths and lanes in their relationship to bike commuting.
Furthermore, our coefficient estimates for paths and lanes suggest inelastic cycling demand
with respect to the supply of cycling facilities. A one percent difference between cities in
the supply of bike paths and lanes is associated with less than a one percent difference in
cycling levels.

Similar to all previous studies, our estimates of the role of bike paths and lanes do not
control for the many other differences among cities in their approaches to encourage
cycling. For example, most cities offer suggested bike routes on streets without any sep-
arate facilities and consider them an integral part of their overall cycling network. But
cities vary greatly in the quality of such routes and do not report statistics consistently, so
we did not include bike routes on roads without any dedicated space for cyclists. Similarly,
many other infrastructure measures and programs could not be integrated into the model.
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Intersection improvements and priority traffic signals for cyclists, bike parking, coordi-
nation with public transport, traffic education and training, and bike promotion and public
awareness campaigns all influence cycling levels to some extent, and should be controlled
for in models examining the determinants of cycling. The lack of reliable, comparable data
for these other measures prevents their inclusion in the regression models, which are thus
inevitably underspecified to some unknown extent. We share this drawback with all other
studies.

Whatever the shortcomings of our data and regression models, our estimated equations
are consistent with the hypothesis that bike lanes and paths encourage cycling. They reveal
a positive relationship even when controlling for a range of other factors expected to affect
cycling levels. Although not always statistically significant, the coefficients of explanatory
variables in our equations suggest a direction of influence similar to that found in most
other studies.
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Who owns the roads? How motorised traffic
discourages walking and bicycling

P L Jacobsen,' F Racioppi,” H Rutter®

ABSTRACT

Objective: To examine the impact of traffic on levels of
walking and bicycling.

Method: Review of the literature of medical, public
health, city planning, public administration and traffic
engineering.

Results: The real and perceived danger and discomfort
imposed by traffic discourage walking and bicycling.
Accurately or not, pedestrians and bicyclists judge injury
risk and respond accordingly. Although it can be difficult
to measure these effects, observed behaviour provides
good evidence for these effects, with the strongest
association being an inverse correlation between volumes
and speeds of traffic and levels of walking and cycling.
Conclusion: Interventions to reduce traffic speed and
volume are likely to promote walking and bicycling and
thus result in public health gains.

Over the past two decades, the health conse-
quences of physical inactivity have become increas-
ingly apparent. Nen-communicable diseases and
related conditions, such as overweight and obesity,
have increased steadily in Europe and the USA.
European health ministries have acknowledged
that physical inactivity, along with unhealthy
diets, plays a key role in the obesity epidemic,
and poses one of the most serious challenges to
public health in Europe. Many have endorsed the
promotion of physical activity, including stimulat-
ing eycling and walking, by better urban design
and transport policies.'

During the mid-1990s, an international scientific
consensus devefoped over the value of moderate
physical activity—at least 30 min of physical
activity on most, preferably all, days of the week
for adults—in reducing risks of a number of non-
communicable diseases.” Children and young peo-
ple should participate in physical activity of at least
moderate intensity for 60 min per day. At a
frequency of at least twice a week, some of these
activities should help to enhance and maintain
muscular strength, flexibility and bone health.®*
However, an analysis of a survey of European
Union countries showed that two-thirds of the
adult population did not reach recommended levels
of physical activity, and another survey showed
similar results among young people aged 11, 13 and
15 across Europe.® ®

Integrating physical activity into daily life is an
important factor in increasing population levels of
activity; bicycling and walking are major potential
contributors to this.” * Many journeys are short,
yet many of them are taken using cars. [t has been
estimated that some 50% of these short trips could
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be walked or bicycled easily, thereby providing the
recommended amount of daily physical activity.””

In addition, switching from driving to walking
and cycling is important for reducing CO; emis-
sions."” For example, it has been estimated that, if
the US population aged 10-64 bicycled for 60 min
a day and therefore reduced their car use by that
distance bicycled, it could reduce US CO, emis-
sions by almost 11%."

How people perceive traffic is an important but
poorly understood determinant of travel choices
and consequent levels of physical activity through
cycling and walking. In 2000, a report by the World
Health Organization (WHO) noted that the
impact of motorised traffic on people walking
and bicycling remained unquantified, but specu-
lated that it might be the greatest health impact of
motorised traffic.” This paper describes these links
and identifies possible entry points for corrective
interventions and areas for further study.

Five recent review drticles examine some reasons
why people do not walk or bicycle. These articles
examine attitudes towards walking and bicycling, "
the relationship between the way neighbourhoods
are built and the amount of walking and bicy-
cling,” and what interventions encourage people to
walk and bicycle.'>" However, there is important
additional evidence that needs to be considered,
which is that people actually avoid walking and
bicycling near traffic.

METHOD

We searched for papers that reported observed
evidence that traffic discouraged walking and
cyeling in medical, public health, city planning,
public administration and traffic engineering lit-
erature. This is an inchoate and poorly organised
area of research, with very few publications
identified through formal literature review, so the
majority of the papers were identified through our
professional networks. In these publications and
reports, specific evidence relating to the question
was often only presented incidentally.

RESULTS

Our literature search found that negative traffic
perceptions are associated with decreases in walk-
ing and bicycling. This finding was consistently
found across several types of studies.

A number of studies have observed people
avoiding dangerous and unpleasant traffic. Where
pedestrians and bicyclists are safer, levels of
walking and cycling tend to be higher, and vice
versa. Figure | shows the relationship between the
safety of cycling and the amount of cycling in 14
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space to parking and roads than to the needs of pedestrians and
cyclists. They thus have greater distances between destinations,
which discourages walking and bicycling.** Many communities
built before motor vehicles have yielded public spaces to
parking, and their roads have filled with traffic.

The evidence on the relationship between perceptions of the
traffic environment and walking and cycling is consistent in

showing an inverse association between traffic danger (or _

perceived danger) and levels of walking and cycling. However,

the majority of the evidence is observational, and is confounded
by hard-to-isolate issues such as cultural attitudes to driving and -
perceptions of convenience.” This review is not systematic, and 4
thus may suffer from biases and oversights. Although this does
not diminish the significance of the identified effects, it .
highlights the need for well-structured research to address these.

important public health issues.

Resuits in relation to other studies

The evidence on determinants of walking and cycling describes

a wide range of factors, from environmental to personal ' * #=

Much of this research has focused on the built environment,
which is relatively easy to measure. Some neighbourhoods deter
walking and bicycling by segregating land use, low residential
density and infrequent street intersections, *'

Perceptions of risk of being injured by motorised traffic affect
decisions to drive, walk, bicycle or use public transport.*
Perceptions differ from true risk because of cultural influences
and the individual characteristics of the people experiencing the
fear.* Fear may suppress walking and bicycling in several ways.
Fear of crime is known to discourage physical activity.® Air
pollution and vehicular exhaust and noise probably discourage
walking and bicycling. In addition, neighbourhocd conditions
such as poor walking surfaces and loose dogs reduce walking
and bicycling.*

Meaning of the results for policy

Changing land use and reshaping population density take a long
time and have high costs. On the other hand, traffic can be
made less dangerous and more pleasant relatively quickly and
inexpensively—for example, through traffic calming, 30 km/h
Zones, congestlon charging, providing cycle- tracks on major
streets, and giving priority to the rights and safety of vulnerable

road users as opposed to motorised transport. This prmides an

important opportunity to develop 2 health-improving environ-
“ment that supports physical activity and contributes to
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perpetrator,
_perpetuates the myth of inevitability.” Although motorists
‘with a history of traffic citations are known to be at increased
risk of colliding with child pedestrians, society allows them to
‘continue to drive, implicitly valuing their mobility above the
‘safety of others.”

= Compared with rebwldmg streets and nelghhuurhoods trafhc
—can be made less dangerous and more pleasant quickly and
_-'relatwely mexpenswely—for example through traffic-calming—
“interventions, congestion charging, enforcement of speed
limits and prioritisation of the nghts of pedestrians and cycllsts
over motarised traffic. = =
» Society can encourage physical acuwty and counteract non
communlcable diseases and obesity by makmg trah‘rc Iess
dangeruus and more pleasant =

reductions in risks for non-communicable diseases, obesity and
related health problems.

Cooperation and coordination is needed between health
promotion efforts to reduce injuries and increase walking and
bicyeling.

The British injury prevention campaign of the early 1990s,
“One False Move and You're Dead” (fig 3) was criticised for
using fear, which, as shown, discourages walking and
bicycling. Nonetheless, many injury prevention efforts continue
to use fear. Figure 4 shows an injury prevention campaign
poster preduced by the US Government in 2007, which uses the
outline of a corpse to remind people that motorists can kill them .

" while they walk in their own neighbourhoods.*

Society has often placed the responsibility for preventing -

injuries on the person walking or bicycling. Soon after the - !

automobile’s creation, its proponents worked to reconstruct the
meaning of safety, removing the connection between speed and
danger. Car proponents crafted “safety’’ campaigns that placed
the burden for preventing injury on the person walking,
generating the term “jaywalker” for the person who failed to

. show deference to the motorist by walking where and how they
- always had. Car proponents had the major control in writing
' traffic laws and developing traffic engineering policies, and these
“favour the motorist over other road users.” Pedestrians—even

children—are often blamed for their injuries.* Injury prevention

research often reflects this perspective. For example, a study of
‘seriously injured bicyclists found that motor vehicle involve-

ment was overwhelmingly the greatest risk factor.”” However,
the authors considered helmets, separation of cyclists from
motor vehicles and delaying cycling until children are devel-
opmentally ready as part of the recommendations to prevent
injuries, which contribute to reinforcing the fear of cycling, and
did not consider effective measures such as lowering traffic
speeds to make roads safer for bicyclists. Society often still
terms traffic crashes “accidents”, a term that excuses the
diminishes the concerns of the wictim, and

Unanswered questions and future research

The role of fear-based road safety efforts in reducing physical
activity, and hence health, deserves further investigation. It
seems likely that traffic safety efforts that evoke fear in the

- potential victims discourage walking and cycling. If fewer

people walk or bicycle, then each remaining walker or bicyclist
is in greater danger.”

Injury Prevention 2009;15:369-373. doi:10.1136/ip.2008.022566
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70% decrease in fatalities matches their 67% decrease in walking
to school (fig 2),” ¥ while among middle-aged pedestrians, the
decrease in their fatality rate (10%) was less than their decrease
in walking (30% decrease in walk-to-work rate).” * So the
decline in injuries may reflect to a significant extent lower levels
of exposure to danger among the population, rather than any
true reduction in road danger. This has also been abserved in the
UK.E‘-?

It is also important to note that improved medical care has
increased the likelihood of survival in the event of a motor
vehicle crash.® For these two reasons, fatality statistics, in
isolation from other information, are an inadequate measure of
the traffic danger faced by people walking and bicycling.

Traffic can also discourage physical activity by making
walking and bicycling unpleasant. Streets in new neighbour-
hoods are often designed primarily around the needs of
motorists and are thus unattractive for pedestrians, Many
newer neighbourhoods separate land uses and devote more
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Figure 3 British injury prevention campaign. Figure 4 US injury prevention campaign.
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